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ABSTRACT
	 Boundary detection of pigs is important to pig weight estimation, pig 
feeding behavior analysis, and thermal comfort control. This research proposes  
a boundary detection method for pigs in a feeder zone with a high-density pen 
under insufficient and varied lighting, a dirty pen scene, and small field of view. 
The method is based on adaptive thresholding using an integral image and adap-
tive partitioning. First, we segment an original grayscale image with adaptive 
thresholding using an integral image, and then apply adaptive partitioning with 
connected components. Afterwards, we utilize the maximum entropy threshold 
of each partition and merge the results. Our experimental results using 230 
images showed that the proposed method led to a high average detection rate 
in a short execution time. Moreover, to the best of our knowledge, our study is 
the first attempt to investigate pig boundary detection in a practical farm envi-
ronment, which involved dirty pen scenes with insufficient and varied lighting.

Keywords: Pig boundary detection, Image segmentation, Adaptive partitioning, 
Adaptive thresholding

INTRODUCTION
	 Several studies ( Shao and Xin, 2008; Wang et al., 2008; Tu et al., 2013, 
2014; Guo et al., 2014, 2015; Kashiha et al., 2014; Khoramshahi et al., 2014) have 
investigated boundary detection, identification, and behavior analysis of pigs from 
above (top-view) the pen. Research on the efficiency of methods for boundary 
detection of pigs is primarily to improve subsequent tasks, such as identifying 
pigs. Several applications require pig boundary detection, including estimating 
pig weight (Brandl and Jørgensen, 1996; Wang et al., 2008; Kashiha et al., 2014; 
Kongsro, 2014; Li et al., 2015; Wongsriworaphon et al., 2015), feeding behavior 
analysis (Bigelow and Houpt, 1988; Haer and Merks, 1992; Young and Lawrence, 
1994; Pourmoayed et al., 2016), and thermal comfort control for group-housed pigs 
(Shao and Xin, 2008). Some current machine vision systems for pig detection use 
either a general method, such as Generalized Hough Transform (Kashiha et al., 
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2014), a threshold intensity value with the exact background color (for example, 
black color) that differs from pig colors (Wang et al. 2008), or global thresholding 
(Shao and Xin, 2008). However, the Generalized Hough Transform method requires 
a controlled environment, including sufficient light and a clean pen ( Shao and 
Xin, 2008; Wang et al., 2008; Kashiha et al., 2014). Unfortunately, this method 
cannot be used in real situations, as pig farms have complex scenery (e.g., light 
changes, urine stains, water stains, and manure). Given this, a popular method for 
pig boundary detection is background subtraction based on a Gaussian Mixture 
Model (GMM) (Tu et al., 2013; Guo et al., 2014),  which works with complex 
scenes. However, this method is computationally intensive ( Tu et al., 2013; Guo 
et al., 2014). Guo et al. (2015) developed a computationally less intensive meth-
od that uses only a single frame image; their method could detect pigs based on 
adaptive partitioning and multilevel thresholding segmentation (Guo et al., 2014). 
Yet, detecting pigs in images of a complex scene with high pen density remains 
a challenge (Kashiha et al., 2014).
	 Several threshold segmentation methods have been developed. Kapur et 
al. (1985) proposed the usage of maximum entropy thresholding. Chang et al. 
(2006) compared entropy and relative entropy thresholding techniques. Bradley 
and Roth (2007) studied adaptive thresholding using an integral image; their solu-
tion is more robust for illumination changes, and simple and easy to implement. 
However, the images obtained in our pig pen have a smaller field of view and 
more complex scene (many illumination changes). As a preview, we employ this 
threshold segmentation and use multiple experimental comparisons.
	 Our article proposes a method for pig boundary detection based on Adaptive 
Thresholding using Integral Image (ATI) and adaptive partitioning; this separates 
connected components into each sub-block. Multiple thresholding applies a thresh-
old to each sub-block. To the best of our knowledge, this is the first publication 
that attempts to detect pig boundaries in a real-world pig pen with complex scenes 
and high pen density. 

MATERIALS AND METHODS
Materials
	 To evaluate the accuracy of our boundary detection method, we used 
KPTECH HDA-270 cameras to collect video images from the top view of the 
feeder zone of a real-world pen. The images were recorded in an H.264 encoder, 
with a frame rate of 23 frames per second, a frame width of 1280 pixels, a frame 
height of 720 pixels, a focal length of 3.5 millimeters, and a sensor size of 1/3 
inches. The distance between floor and cameras was 1.84 meters. Four cameras 
captured 23 pigs in two pens on November 16, 2015, from 07:00 to 19:00. Two 
hundred thirty images were selected manually for the evaluation boundary detec-
tion method. Each pig was represented with ten images. 
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Method
	 Our proposed method works with a single frame image. The process is 
diagramed in Figure 1. 
	 In the first step, we convert a single frame top view of the feeder zone 
image into a grayscale image.
	 In the second step, we enhance the image using histogram equalization. This 
method is simple and effective for enhancing images with a large dynamic range 
(Guo et al., 2015). Afterwards, we segment the images with adaptive thresholding 
using an integral image (Bradley and Roth, 2007) with a window size of 250 x 
250 pixels.
	 In the third step, we process morphologically to segment results for reduc-
ing noise using an image opening method with a disk structuring element with a 
radius fixed at 15 pixels. We then apply a flood-fill operation to fill the holes in 
foreground boundaries.
	 In the fourth step, we determine the connected components from the first 
segmentation result and apply adaptive partitioning to sub-blocks with each con-
nected component. The sub-blocks are polygons. Sub-blocks with an area of less 
than a 5% of an image pixel area are removed, because a connected area smaller 
than a certain value cannot be a pig boundary.
	 In the fifth step, we apply the maximum entropy threshold (Kapur et al., 
1985) to each sub-block and merge the results from each sub-block.
	 In the sixth and seventh steps, we repeat steps three and four, after which 
each sub-block is a pig boundary candidate.
	 In the final step, we manually filter each boundary candidate. Table 1 depicts 
the minimum and maximum values of 230 labeled pig boundaries (1 boundary per 
image). The pigs were between 20-24 weeks old and weighed between 87-119 kg. 
Then, we extended the minimum and maximum values by 30% to confirm that 
the features could cover the weight range of adult pigs and used these values to 
filter each boundary. After this step, we obtained the expected pig boundary. In 
each image, more than one pig boundary can be detected.
	 To test the effectiveness of our method, we set the following criteria to 
evaluate the detected boundary: (1) positive result when the image contains at 
least one boundary and (2) negative result when the image contains no boundary. 
	 We examined all combinations of: (1) different methods (Otsu’s method 
(Otsu), Maximum Entropy Thresholding (MET), and Adaptive Thresholding using 
an Integral Image (ATI)); (2) various shapes of sub-blocks (circle and polygon); 
and (3) threshold levels (single and multi-level thresholds). Here, a single thresh-
old covers an entire region of the image, and a multi-level threshold applies a 
threshold to each sub-block.
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Figure 1. Flowchart of the proposed pig boundary detection method.

Table 1. The minimum and maximum values of boundaries.
Feature Min value Max value
Equivalent diameter (pixels) 405.9 492.7
Major axis length (pixels) 728.4 955.1
Minor axis length (pixels) 238.6 307.9
Area (pixels2) 129,399 190,640
Perimeter (pixels) 1,649 2,015
Convex hull area (pixels2) 137,331 199,962

RESULTS 
	 In this study, it is difficult to detect pig boundaries in the images as shown 
in Figure 2. Figure 2a shows the dirty and uneven lighting in the pen; Figure 2b 
shows the high pen density. 
	 Results of these combinations are shown in Appendix A, with selective 
combinations shown in Table 2 Experimental Results. The results show that our 
proposed method led to the highest accuracy, as it detected boundaries in 137 out 
of 230 images (59.6%) with an elapsed time of 0.9708 seconds per image. Figure 
3a shows an original image in this research. Figure 3b shows a grayscale image. 
Figures 3a and 3b look similar because of the camera in a low-light environment 
on a grayscale mode, but they are different in color space and structure. The 
original image uses a RGB color space with an array structure of 1,280 x 720 x 
3. But the grayscale image uses a grayscale color space with an array structure 
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of 1,280 x 720 x 1. Figure 4a shows a histogram equalization image. Figure 4b 
illustrates the result of ATI. Figure 4c demonstrates the result of morphological 
processing and flood-filling. Figure 5a shows each adaptive partitioning. Figure 
5b illustrates the result of thresholding each partition with MET. Figure 5c shows 
the final result of boundaries detection. We also implemented the method proposed 
by Guo et al. (2015), as shown in Figures 6 and 7.

a) Dirty and uneven lighting in 
the pen

a) Original image

a) Result of histo-
gram equalization

b) Result of adaptive 
thresholding using 
the integral image

c) Result of morpho-
logical processing 
and flood-filling

b) High pen density

b) Grayscale image

Figure 2. Examples of complex scenes.

Figure 3. The original image and grayscale image are used in this study.

Figure 4. The proposed result of initial segmentation with adaptive thresholding 
using the integral image.
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a) Result of adaptive 
partitioning

a) Result of histogram 
equalization

a) Result of adaptive 
partitioning

b) Result of applying 
the maximum entropy 
thresholding

b) Result of applying 
threshold to each parti-
tion with the maximum 
entropy

c) Result of morpho-
logical processing and 
flood-filling

c) Final result

b) Result of applying 
threshold to each par-
tition with the maxi-
mum entropy

c) Final result

Figure 5. The proposed adaptive partition and final result.

Figure 6. The result of initial segmentation with maximum entropy thresholding 
using the method of Guo et al. (2015).

Figure 7. The adaptive partition and final result using the method of Guo et al. 
(2015).
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d) Guo et al. (2015)’s 
method: result of adap-
tive partitioning

e) Guo et al. (2015)’s 
method: result of ap-
plying threshold to 
each partition with the 
maximum entropy

f) Guo et al. (2015)’s 
method: final result

Figure 8. Comparison between proposed method and Guo et al. (2015)’s method.

Table 2. Experimental results.

Method 1st 
Segment

2nd 

Segment
Sub 
type

N 
(images) % t 

(s/image)
ATI ATI - - 128 55.65 0.5298
Otsu Otsu - - 53 23.04 0.4108
ATI+Otsu+Circle ATI Otsu Circle 31 13.48 1.0625
Guo et al. (2015) MET MET Circle 96 41.74 1.2453
Our proposed method ATI MET Polygon 137 59.57 0.9708

DISCUSSION
	 Our proposed method has a better average detection rate because it uses 
ATI for the first threshold method and a sub-block shape is connected with com-
ponents that are not overlapped. 
	 ATI (our proposed method – Figure 4b) handles uneven illumination better 
than MET (Guo et al., 2015 – Figure 6b). ATI computes the average of an s x s 
window of pixels centered on each pixel. This is a better average for comparison, 
since it considers neighboring pixels on all sides. Each window of pixels represent 
multiple threshold values. This is in contrast to MET, which divides the image 
into two classes. When the sum of their average entropy is maximized, the largest 

a) Proposed method: 
result of adaptive par-
titioing

b)  Proposed meth-
od: result of applying 
threshold to each parti-
tion with the maximum 
entropy

c) Proposed method: 
final result
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amount of information can be gained from the image that is an optimal threshold 
value. MET has only one optimal threshold value per image. Therefore, ATI is 
more flexible than MET. However, ATI is limited by the need to find the optimal 
window size. In the case of a foreground component that is larger than s x s pix-
els, the center of the component will be incorrectly classified as background. This 
problem can be mitigated by using a larger window size. However, fine details 
in the segmentation may then be lost.
	 In our proposed method, a sub-block shape is connected with components 
that are not overlapped. Comparing Figures 8a and 8d shows that using a sub-
block circle shape creates an overlap, because the field of view in this study is 
small; Figure 7a shows that the sub-block circle shapes are not fitted, and the 
background and foreground colors look almost the same. When applying the 
threshold to each sub-block, the overlap region between sub-blocks has a high 
probability of merging into the same region.   
	 Our proposed method is a new approach for boundary detection of pigs 
in pens based on adaptive thresholding using an integral image and adaptive 
partitioning. We focused on the images with immediate illumination changes and 
dynamic background in the scenes. Compared with existing statistical background 
subtraction methods, such as the method based on a Gaussian mixture model, 
our proposed method not only has a lower computational complexity, but also is 
more effective. Our proposed method detected pig boundaries at nearly 60%, the 
highest rate. In addition, as it was tested with images taken on an actual farm in 
Thailand, it has been shown to be effective in real-world situations; it thus offers 
potential for use in pig behavior analysis applications, such as weight estimation, 
feeding behavior, and control temperature.
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APPENDIX A. The Performance Evaluation of Different Methods
	 Table A displays the number of images in which pig boundaries were 
detected using different methods.  The last column shows the execution time of 
boundary detection.
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Table A.	The accuracy and execution time of different methods. 

Method 1st 
Segment

2nd 
Segment

Sub 
type

N 
(images) % Time 

(s/image)
Case 1 ATI - - 128 55.65 0.5298
Case 2 Otsu - - 53 23.04 0.4108
Case 3 MET - - 50 21.74 0.8284
Case 4 ATI ATI Circle 74 32.17 1.4432
Case 5 ATI Otsu Circle 31 13.48 1.0625
Case 6 ATI MET Circle 61 26.52 1.1502
Case 7 Otsu ATI Circle 100 43.48 0.9577
Case 8 Otsu Otsu Circle 32 13.91 0.7165
Case 9 Otsu MET Circle 93 40.43 0.7193
Case 10 MET ATI Circle 103 44.78 1.2863
Case 11 MET Otsu Circle 32 13.91 1.0595
Case 12 
(Guo et al. 2015)

MET MET Circle 96 41.74 1.2453

Case 13 ATI ATI Polygon 109 47.39 1.4733
Case 14 ATI Otsu Polygon 118 51.30 0.9234
Case 15 (Proposed) ATI MET Polygon 137 59.57 0.9708
Case 16 Otsu ATI Polygon 95 41.30 0.8608
Case 17 Otsu Otsu Polygon 44 19.13 0.7618
Case 18 Otsu MET Polygon 55 23.91 0.8082
Case 19 MET ATI Polygon 94 40.87 1.5327
Case 20 MET Otsu Polygon 42 18.26 1.3716
Case 21 MET MET Polygon 55 23.91 1.2386
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