Modeling of Land Surface Temperatures to Determine Temperature Patterns and Detect their Association with Altitude in the Kathmandu Valley of Nepal
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ABSTRACT

Land Surface Temperature (LST) data around Kathmandu Valley of Nepal from 2000 to 2015 were analyzed to determine the temperature patterns. The cubic spline function was used to find the seasonal patterns, which were similar for all sub-regions, with a single summer peak and a winter trough. The data were then seasonally adjusted to remove seasonal effects and filtered with the first-order autocorrelation. The second-degree polynomial regression model identified fifteen different patterns; 65.4% of the area had an ‘accelerating’ pattern and 34.6% had a ‘non-accelerating’ pattern. The logistic regression confirmed that the patterns were significantly associated with altitude (P = 0.006). This study identified a varying pattern of temperature by location and time and the methods can be generalized to larger areas.
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INTRODUCTION

Temperature change, a crucial environmental problem, can hit low-income countries hard, with their reliance on natural resources. Warming of the land surface is particularly problematic, as it directly affects the surrounding ecosystem. The land surface temperature is both related to and can affect a range of natural and human activities, including agriculture (Schlenker and Roberts, 2009; Smith et al., 2009), health (Dhimal et al., 2015; Xu et al., 2015), the environment (Jones et al., 1999; Johannessen et al., 2004), and energy (Paniagua-Tineo et al., 2011; Jaglom et al., 2014); it affects every sphere of human life.
Global surface air temperatures were predicted to show a continuous rise from 2009 to 2019 (Lean and Rind, 2009). The average surface temperature of the earth has increased 0.65-1.06°C from 1880-2012, with land surfaces increasing the most to the combined effect of natural and human forces (Intergovernmental Panel on Climate Change [IPCC], 2013). Despite its wide scope and importance, the mechanisms, trends, and patterns of temperature change are not fully understood. The literature has identified temperature change through annual seasonal patterns (Portmann et al., 2009) and trends (Hughes et al., 2006; Devkota, 2014), but the analysis of annual temperature patterns that explain the characteristics of the change is limited. However, reliable and complete data is challenging to obtain, especially in low-income countries, where field data inventory systems are limited. In this situation, remote sensing or satellite data provide the best alternative; one of the common satellite-based data sets is the Land Surface Temperature (LST) from Moderate Resolution Imaging Spectroradiometer (MODIS) (Wan et al., 2004).

Temperature data have been analyzed in several ways, including simulation models (Johannessen et al., 2004), remote sensing algorithms (Li et al., 2013), and various statistical techniques (Hughes et al., 2006; Dong et al., 2014; Me-ead and McNeil, 2016). Wanishakpong and McNeil (2016) used a polynomial regression model to investigate trends and patterns of temperatures in Australia. More recently, Wongsai et al. (2017) used cubic spline to investigate annual seasonal patterns and decadal trends of LST data.

Nepal is vulnerable to climate change effects because of its ecologically, biologically, and geographically diverse regions (Anup and Ghimire, 2015). The maximum temperature increased 0.03°C on average per year in summer and 0.05°C in winter from 1978 to 2008 (Joshi et al., 2011). The growing urban region around Kathmandu Valley is suffering from unmanaged human encroachment and excessive pollution (United Nations [UN]-Habitat, 2015); this is affecting temperatures. Although, temperature variations and trends have been studied in Nepal (Sano et al., 2005; Shrestha and Aryal, 2011; Devkota, 2014), no study has analyzed annual temperature patterns around the valley itself. In fact, global or regional climate change analyses usually average away local variability and, thus, cannot represent local variations of temperature (IPCC, 2013). Therefore, this study aimed to identify comprehensive patterns of temperature change and analyze their association with altitude locally around the Kathmandu Valley over a 15-year period (2000-2015). It is assumed that altitude has some relationship with the temperature change pattern in general (Shrestha and Aryal, 2011; Lancaster, 2012; Stroppiana et al., 2014).

**MATERIALS AND METHODS**

The study area extends around the central coordinate of 27.595°N and 85.394°E, covering an area of 3,969 km² around the Kathmandu Valley of Nepal (Figure 1). It is a hilly region with temperate climate and has three distinct annual seasons – winter, summer, and rainy fall. Kathmandu is the fastest growing and most populated city in Nepal, with a population density of 2,731/km²; the peripheral area of valley has a density of 275/km² (NPHC 2011, 2012). The south of Nepal contains a belt of hot plains, with the altitude gradually increasing moving north; the temperature declines with increasing elevation (United Nations Environment Program [UNEP], 2001).
Figure 1. Map of Nepal showing the study area (shaded box).

Land Surface Temperature data

The Land Surface Temperature (LST) data for nine regions, representing the total study area, were retrieved from the MODIS website (Oak Ridge National Laboratory Distributed Active Archive Center [ORNL DAAC], 2015). MODIS is a sensor aboard the Terra and Aqua satellites of the National Aeronautics and Space Administration (NASA). It monitors environmental changes globally due to fire, vegetation, temperature, earthquakes, drought, and floods (NASA, 2015). LST data has dynamic range, high radiometric resolution, and is accurately calibrated (Wan et al., 2004). The spatial resolution of the LST data used for each region was a 1×1 km² grid. The covered area extended 10 km from the center in all four directions (east, west, north, and south). As a result, the study area covered 21×21 km², with 441 grids of 1 km² each.

The LST data were retrieved one-by-one for each of the nine regions for a period from May 2000 to June 2015 in eight-day intervals, or approximately 46 observations per year and maximally 690 observations over the 15-year period. Due to technical problems with sensors, 9.68% of the observations were missing across the nine regions over the period, so the actual total count of observations for each grid cell was typically below the maximum. Figure 2 shows the nine regions; each region was divided further into nine sub-regions of approximately 7×7 km² each, or 49 grids; this ensured more detail to detect changing patterns in a smaller area. The LST data for each sub-region were taken as an average of 49 grids for every observation to reduce spatial correlation and represent temperature for each sub-region. The average LST were analyzed for each of the 81 sub-regions. The central region shows an example of the sub-regions (Figure 2), which were named North-East (NE), North (N), North-West (NW), West (W), Central (C), East (E), South-West (SW), South (S), and South-East (SE) based on their locations.
Figure 2. Study area of nine regions and the sub-regional division in center.

Altitude data
The altitude data for 81 sub-regions were obtained from Google Earth. First, nine different location points or their coordinates were calculated systematically, as a three-by-three matrix in each sub-region. The altitudes of all these points were retrieved from Google Earth Images. These nine altitudes from each sub-region were averaged to get a single altitude to represent a particular sub-region. The altitudes ranged from 435 m to 2,245 m, which were grouped into two categories – below or above 1,500 m – and hence the altitude variable became binary.

Statistical methods
A cubic spline function was fitted with a selected number of knots to find the seasonal temperature patterns. The function took the form:

\[ s_t = \alpha + bt + \sum_{k=1}^{p} c_k (t-t_k)^3_+ \]  

Where, \( \alpha, b, \) and \( c_k \) are the parameters in the model. \( t \) denotes time in Julian days, that is, specified day of year. \( t_1 < t_2 < ... < t_p \) are specified knots and \( (t-t_k)^+ \) is \( t-t_k \) for \( t > t_k \) and 0 otherwise.

The temperature data were seasonally adjusted by subtracting the spline fitted values \( y_{sp} \) from the temperature \( y \) and then adding back the mean of the temperature \( \bar{y} \) of each sub-region. The formula took the form:

\[ y_{sa} = y - y_{sp} + \bar{y} \]
The dependencies among the seasonally adjusted temperature data were reduced by removing the auto-correlations at the lag 1 term (equivalent to an eight-day period). The auto-correlation at the lag 1 term \( (a_1) \) is shown in Figure 5. The data were then filtered (Me-ead and McNeil, 2016; Wanishakpong and McNeil, 2016). The filtered temperature data were finally fitted with a polynomial regression model of second degree (quadratic model). The model took the form:

\[
y_{f(x)} = b_0 + b_1 t + b_2 t^2 + \varepsilon
\]  

(3)

where \( b_0 \) is the constant and \( b_1 \) and \( b_2 \) are the coefficients. The time of observation was represented by \( t \) and \( \varepsilon \) is the error term. The estimated temperature increase or decrease was calculated based on the first derivative of the quadratic function.

All the temperature patterns obtained from equation 3 were then categorized into a binary form (accelerating or nonaccelerating pattern). The association between the temperature patterns and altitude of the study area was identified using a logistic regression model that took the form:

\[
\ln \left( \frac{p}{1-p} \right) = \alpha + \beta x
\]

(4)

where \( p \) denotes the expected probabilities of the accelerating temperature pattern, \( \alpha \) is the intercept, \( x \) is the determinant variable that is altitude, and \( \beta \) is the regression coefficient. Eighty-one observations were used to construct the model.

R Statistical Programming (R Core Team, 2015) was used to analyze the data and generate the graphics.

**RESULTS**

The annual seasonal patterns of LST were quite similar and the cubic spine showed little variation across the nine regions. The central region is used as an example in Figure 3 to explain the seasonal temperature pattern of every sub-region. Nine panels represent the sub-regions and eight positive (+) signs at the bottom of each panel show the knot positions. Each vertical gray line represents an observation day and the black dots are the temperature plotted consecutively for 15 years. In each panel, a smooth spline curve (gray line) is derived from the cubic spline model with \( r^2 \) ranging from 0.50 to 0.81. The temperature began to rise immediately after winter in February and the peak was seen during summer in March, April, and May (days 80 to 140). By the end of May, it gradually declined and reached the trough in winter during December, January, and February (days 350 to 40).
Figure 3. Cubic spline function showing seasonal patterns of temperature changes in the nine sub-regions of the central region during days 1 to 365.

Figure 4 illustrates the 81 seasonal temperature patterns. Each panel represents the nine sub-regions of the respective region represented by different types of lines. Each line type represents a particular location of the sub-region. The seasonal patterns were similar across locations, except slight variations in temperature levels in regions two, eight, and nine.
Seasonally-adjusted, filtered temperature data for every sub-region were subjected to the quadratic model; Figure 5 shows an example using the central region. It illustrates the quadratic curves of nine sub-regions in nine different panels. The tenth panel, on the bottom right side, shows all those curves in nine different types of lines, one for each sub-region. During the 15-year period, the study area showed a net rise of temperature ranging from 0.009 to 0.430 °C and a fall from -1.047 to -0.010 °C, along with the auto-correlations ($a_i$) of the data below 0.35.
Figure 5. Temperature patterns of the nine sub-regions of the central region.

Note: The y-axis shows seasonally adjusted temperature in degree Celsius (°C); the x-axis represents the years from 2000 to 2015; $n$ is the number of observations in each sub-region; $a_i$ is the autocorrelation of sub-region level data; and inc/dec shows the increase or decrease of temperature per decade, with its difference between 2000 and 2015 providing the total linear change of the temperature over the 15-year period. The $P$-values of the quadratic model in each sub-region are also shown.

The quadratic curves of the temperatures in 81 sub-regions, plotted together in a map of the study area (Figure 6), showed 15 different patterns; these were categorized into two groups based on their shape. The first one was an ‘accelerating’ pattern that covered 65.43% of the area; the other one was ‘non-accelerating’ that covered 34.57% of the area. The accelerating pattern included all the patterns that were in rising tendency (↗, ↗); the non-accelerating pattern included the remainder, including thorough declining (↘), recently declining (↙), or no changes (→). All of them were supposed to impart no risk effects to the environment.
Figure 6. Temperature patterns of 81 sub-regions with altitude levels.

Along with the temperature patterns, Figure 6 also shows the altitudes (shaded area) in the region. Here, 60.49% of sub-regions had altitudes lower than 1,500 m and the rest had higher altitudes. The core center, that is the Kathmandu Valley, was surrounded by high altitudes, while the remainder had lower altitude. The logistic model applied to these variables showed that the temperature patterns were negatively associated (regression coefficient = -1.36, $P$-value = 0.006) with the altitude of the site. That is, the accelerating temperature slopes were found to associate mostly with the lower altitudes and vice versa (Figure 6). Figure 7 illustrates the 95% confidence interval plot after the logistic model; it shows that the accelerating temperature pattern was more likely to associate with lower altitude areas.

Figure 7. Confidence intervals plot showing the association between temperature pattern and altitude.
DISCUSSION

This study applied a combination of cubic spline function and polynomial regression model to analyze temperature patterns using MODIS LST time series data for the Kathmandu Valley of Nepal. Cloud cover and rainy seasons caused uncertain and missing values in the LST time series. It has been suggested that the cubic spline function can be used to detect the seasonality in MODIS LST time series data; the cubic spline function helped extract annual seasonality, even with missing values in the time series (Wongsai et al., 2017). Since MODIS provides LST time series data for each grid (1×1 km²), the cubic spline can be applied to each LST time series (of every grid). In this study, the LST data for each sub-region were aggregated and analyzed. Moreover, the sub-region level results can be obtained for any extent of area coverage (each region can be bigger than 21x21 km²) and any length of time.

The seasonal temperature patterns showed almost similar peaks (in summer) and troughs (in winter) in all sub-regions, suggesting that they did not vary in those locations. Portmann et al. (2009) observed a contrasting result in the distribution of temperature patterns in the USA; they showed that annual maximum and minimum temperature trends varied significantly at different sites, but over larger areas; this variation was associated with rainfall. The temperature can be higher or lower depending on topography (Fu and Rich, 2002) or land cover (Yue et al., 2007), as well. The seasonal patterns in our study detected variations of temperature levels for panels 2 and 8 only; these might have been due to climatic factors like topography, rainfall, altitude, or land cover.

Stroppiana et al. (2014) showed that the trend of LST could be explained by a simple linear regression model. However, a linear model might not be the most appropriate method to estimate trends for shorter periods. A polynomial pattern of temperature was identified in Australia from 1970 to 2012 (Wanishsakpong and McNeil, 2016); they used a 6th degree polynomial regression model because the data covered more than 40 years. Within 40 years, 15-year periodic temperature patterns were well explained; hence, our study, with its shorter time frame, was able to use a polynomial with lower degree (2nd). Hence, the annual temperature patterns illustrated in 15 groups are more interesting in this study. The patterns suggested that the local variation of temperature change in the study area might be due to the effect of different natural (vegetation, altitude, and topography) and human factors (land use and urban activities). The southern and central sub-regions had an accelerating pattern. Both of these regions were at lower altitudes with dense populations. In contrast, the northern and western area, both at higher altitudes, had a ‘non-accelerating’ pattern. In the literature, analyzing temperature data on the regional or global scale is common to determine trends (Hughes et al., 2006; Devkota, 2014) or patterns (Zhou et al., 2009; Wanishasakpong and McNeil, 2016), but the results do not illustrate local patterns within the much larger study areas. Macro-level spatial analysis, while valuable, overlooks localized changes. This study improves the understanding of temperature patterns in a much smaller area – the Kathmandu Valley – and provides a basis for urban planning and environmental management at the local level.
Several studies have found an association between temperature and elevation (Fu and Rich, 2002; Pouteau et al., 2011; Stroppiana et al., 2014). The correlation is greater in winter and lower in summer; but not consistent throughout the year or over the study periods. In our study, the logistic model aimed to explain the higher probability of an accelerating temperature pattern at lower altitude. Our results were consistent with Stroppiana et al. (2014) that temperature change and patterns are negatively associated with altitude. Lancaster (2012) found the same relationship in Malawi with altitudes from 900 m to 2,400 m. In contrast, Shrestha and Aryal (2011) showed that the rising temperature change was progressive towards the higher altitudes in the Himalayan glacial region of Nepal, an area mostly higher than 4,000 m; this extreme altitude might be the cause of the contrast with our results. In China, Dong et al. (2014) found that the temperature was decreasing below an altitude of 200 m, increasing from 200-2,000 m, and weakly positive above 2,000 m. Although altitude and temperature change has a strong statistical relationship, these studies have shown that it can be either positive or negative, depending on altitude, topography, or land use pattern.

Since Nepal is highly dependent on natural resources and agriculture, slight changes in temperature and rainfall pattern make it more vulnerable to climate change (Anup, 2014). Finding the causal factors of variation in the pattern of LST change needs a very detailed micro-level analysis that is beyond the scope of this paper.

CONCLUSION

This study applied a cubic spline function and polynomial regression model, accounting for seasonal adjustment and autocorrelation effects in data, to find temperature patterns on a small or local, as opposed to regional or global, scale. Although the seasonal patterns (intra annual) were comparatively consistent with respect to the nearby locations, the annual temperature patterns varied considerably. The 15 different patterns of temperature change identified in this study were more effective in explaining the actual path (pattern) of temperature change than linear trends.
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